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Abstract: To address the problems of poor classification performance and low fault detection rate of machine models caused by the imbal-

ance of electric vehicle fault data samples, this paper proposes a Bagging integrated electric vehicle fault prediction model with LightBDM 

as the base learner improvement based on the BS_Bagging-cLightGBM model. First, the training set is resampled using the Borderline_

SMOTE method in Bagging integrated learning to improve the degree of data imbalance in the training subset and avoid the missing infor-

mation of small class samples; then, the weight coefficients and regularization terms are embedded in the loss function of the LightGBM base 

learner to improve the misclassification cost of small class samples in training; finally, we was evaluated and validated, and the experimental 

results showed that the BS_Bagging-cLightGBM model outperformed the single model in terms of accuracy, recall and F1-score metrics, and 

showed better prediction capability. The results of the study can provide an important reference for the repair and maintenance of electric ve-

hicles.
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1. Theoretical foundation

1.1 LightGBM Application Principle

The LightGBM model achieves efficient and accurate training and prediction by using techniques such as decision trees, gradient 

boosting, histogram algorithms, and a grow-by-leaf strategy. This allows LightGBM to perform well on large-scale and high-dimensional 

datasets, making it particularly suitable for scenarios in industry that require processing massive amounts of data. LightGBM also provides a 

variety of parameter tuning methods and flexible interfaces, enabling users to optimize and customize it according to their needs.

（1）Decision Trees: LightGBM uses decision trees as the basic learner to make predictions by recursively dividing the data into sub-

sets and constructing a tree structure.

（2）Gradient Boosting: LightGBM uses the gradient boosting method for training, optimizing the previous results at each iteration. 

In each iteration, LightGBM uses the prediction results of the current model to calculate the gradient of the loss function, which is then used 

as input for the next training.

（3）Bucketing: To improve the efficiency of training and prediction, LightGBM uses a technique called bucketing to compress the 

feature space. Bucketing discretizes continuous features into a fixed number of buckets, and divides discrete features into different buckets. 

In this way, the number of features that need to be trained and the computational complexity can be greatly reduced.

1.2 Bagging Integration Learning Principle

Bagging (Bootstrap aggregating) is an Ensemble Learning method that improves the accuracy and stability of a model by building mul-

tiple independent models and averaging or majoritying their predictions.

1.3 Borderline_SMOTE Principle

Borderline-SMOTE is a synthetic sampling algorithm for oversampling categories with small sample sizes，for a minority class sam-

ple iX ，Using the K -nearest neighbor method to find theK  nearest samples to iX .The distance calculation formula is shown in equation (1):
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Which， ix  and iy is two sample points in the n-dimensional space， ),( YXdist denotes the Euclidean distance of two sample 
points.

The algorithm will classify all minority class samples into 3 classes, where if more than half of the K  nearest neighbor samples belong 

to the majority class samples, the minority class samples will be called boundary samples, and since boundary samples tend to be more prone 

to misclassification, only The synthesis of new samples is performed on the randomly selected boundary samples, as shown in equation (2).

)ˆ( iiinew XXXX −⋅+= δ      （2）

Which， iX is a sample from one of the few categories to be treated, iX̂  is a minority class sample in the iX -neighborhood of K ，

]1,0[∈δ is a random number.

2. Model Building
This article proposes an improvement approach for fault prediction in an electric vehicle dataset with imbalanced categories, aiming to 

achieve better classification and prediction for the fault samples (minority class). The approach includes both data-level improvement using 

ensemble learning and algorithm-level improvement using individual base learners. A BS_Bagging-cLightGBM electric vehicle fault predic-

tion model is proposed, which integrates the improvements in both ensemble learning and individual base learners. Specifically, the BS_Bag-

ging algorithm is used to obtain multiple base learners by randomly selecting samples from the training set with replacement and combining 

their prediction results through voting to improve the prediction accuracy of the model. Additionally, the Borderline_SMOTE oversampling 

algorithm is used to process the minority class samples, allowing the model to better identify and improve the classifier’s performance for the 

minority class samples.

2.1 Improved Bagging Integration Learning based on Borderline_SMOTE

The proposed BS_Bagging-cLightGBM model in this article uses the Bagging ensemble learning method with an improvement based 

on Borderline_SMOTE. The Bagging algorithm is an ensemble learning method that generates multiple subsets from the original training set 

by random sampling, trains a base classifier on each subset, and combines the results of all base classifiers through voting or averaging to ob-

tain the final classification result. This method can reduce the variance of the model and improve its generalization ability.

In the Bagging algorithm, we use the BS (Bootstrap) method for random sampling. The BS method is a random sampling method with 

replacement that ensures that each subset has the same size and that each sample has an equal probability of being selected. In this article, we 

combine the BS method with the Borderline_SMOTE algorithm to construct the BS_Bagging-cLightGBM model.

2.2 Improving the LightGBM model

To meet the requirement of fast training for high-dimensional and large-scale electric vehicle datasets, this paper selects the LightGBM 

model as the base learner for fault prediction. As a gradient boosting algorithm based on decision trees, LightGBM algorithm reduces the dif-

ficulty of the algorithm by using the histogram algorithm and leaf-wise growth, providing significant speed advantages for large sample clas-

sification. For imbalanced datasets, the loss calculation for normal samples is given higher priority in the LightGBM model’s loss function, 

resulting in a bias towards learning normal samples during training while neglecting faulty samples. Therefore, this paper adds class weights 

to the LightGBM model’s loss function, which increases the loss calculation for faulty samples and introduces an L1 regularization term to 

prevent overfitting.

The loss function in the model reflects the difference between the real and trained classification results, and the smaller the value of 

the loss function, the better the practice effect. Therefore, the setting of the loss function affects the model training results. In the standard 

LightGBM model, for a data set with n samples ( ){ }n
i

ii yxT 1
)()( , == ， iy is the training sample ix ，The corresponding operating state 

(normal or fault), 
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The loss function is shown in equation (3)：

∑=
i

tt yylL ),ˆ()( )()(ϕ         （3）

Which， iŷ  Corresponding to the class prediction of a single decision tree for sample ix .
To address the issue of imbalance in the dataset and prevent overfitting, this paper introduces a weight coefficient a into the loss func-

tion of the LightGBM model, and also adds a regularization term to constrain the complexity of the decision tree. The regularization term 

includes L1 regularization and L2 regularization, among which L1 regularization can generate a sparse weight matrix, which is beneficial for 

feature selection and suitable for the car data in this paper. The improved loss function is shown in Equation (4)：
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Which, ia  is the category weight, the corresponding use terms in the model adjust the weights of each category of data in the param-

eter search process, emphasizing the cost of misclassification of faulty samples. 1
ωδ  is the L1 regularization term, feature parameter δ  is 

obtained automatically from the decision tree and regularization parameter ω  is selected by random search.

2.3 BS_Bagging-cLightGBM Electric Vehicle Failure Prediction Model

In order to improve the classification performance of the integrated classifier for imbalanced electric vehicle data, the previous two sec-

tions of this article respectively proposed a serial optimization approach from the aspects of data diversity, effectiveness, and the performance 

of individual base learners. At the data level, the Borderline_SMOTE method was used to collect training subsets for multiple base learners, 

avoiding information loss, improving the degree of class imbalance, and ensuring differentiation between data subsets. At the algorithm lev-

el, the class weights were incorporated into the loss function of the LightGBM model to increase the attention to small class samples during 

model training. Finally, a Bagging ensemble learning fault prediction model was constructed using the cLightGBM model as the base learner 

and Borderline_SMOTE as the sampling method. The improved model is referred to as the BS_Bagging-cLightGBM model. The technical 

roadmap for predicting electric vehicle faults based on the BS_Bagging-cLightGBM model is shown in Fig. 1.

Fig. 1 Model workflow

3. Model Validation and Analysis

3.1 Data pre-processing

The data of this study comes from the online database of pure electric vehicles on the platform of New Energy Vehicle China National 

Big Data Alliance, and the vehicle operation data are all from all kinds of electric vehicles running in Guangzhou area, and the data collection 

time is from July to August 2021, and the sampling period of vehicle uploading data platform is 10 s/time, totaling 3690580 items, containing 

52 characteristic fields, consisting of vehicle sensor data, fault code information, and location information, and the specific meanings and ex-

amples are shown in Table 1.
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Table 1 Selected operating data of new energy electric vehicles
Field names Meaning Example

t_volt Total voltage/V 377.9 377.0 … 342.5
t_current Total current/A 7.82 14.40 … 12.55

max_cell_volt Battery maximum individual voltage/V 3.92 3.25 … 3.54
min_cell_volt Battery minimum individual voltage/V 3.85 3.40 … 3.51

max_temp Maximum battery temperature value/℃ 42 42 … 39
min_temp Minimum battery temperature value/℃ 35 38 … 35

SOC Battery charge state/% 80 80 … 10
mileage Accumulated mileage/km 42578 42578 … 42766

max_alarm_lvl Maximum alarm level for faults 0 0 … 2

3.2 Data Analysis

To analyze the data distribution of feature fields, this article conducted statistical analysis and selected a vehicle dataset with sufficient 

samples and weak class imbalance. Frequency histograms and correlation diagrams were plotted for the field features including speed, mile-

age, t_volt, t_current, SOC, isulate_r, max_cell_volt, min_cell_volt, max_temp, min_temp, and max_alarm_lvl. As shown in Fig. 2, the histo-

grams reveal the distribution patterns of feature values in the fault dataset, such as the vehicle speed being concentrated in the slow to medi-

um range, which is consistent with real-world conditions. The distribution of the highest alarm level indicates that the dataset has a significant 

degree of class imbalance. In addition, most of the field features in the figure have some blue dots falling outside the red lines, indicating that 

their distributions are not strictly normal.

Fig. 2 Distribution of feature data in the dataset

The Spearman correlation coefficient heatmap in Fig. 3 shows that the Spearman correlation coefficient between max_alarm_lvl and 

speed is only 0.16. This indicates that the data itself contains too little information to explain the correlation, or that there is a class imbalance 

problem, i.e., there is a huge difference in the number of samples between the classes. Through exploration of the fault dataset, it was found 

that although there are 58 feature fields in the original dataset, there are more than 10 irrelevant features and 12 valuable features with com-

plete information missing. Only 14 feature fields with research value remain. Therefore, this article proposes automated feature engineering, 

which aims to automatically construct a large number of features from the dataset to simulate high-dimensional real-world vehicle fault data-

sets and improve the performance and efficiency of the model training.
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Fig. 3 Spearman correlation coefficient heat map

3.3 Model evaluation indexes

3.3.1 Mixing Matrix

The evaluation metrics are built on a confusion matrix, which is listed in Table 2.

Table 2  Confusion matrix for two classes of problems
Actual positive category Actual negative category

Classified as positive category TP FP
Classified as negative category FN TN

3.3.2 Accuracy

Accuracy (AC) is the ratio of the number of samples correctly predicted as positive classes by the model to the total number of samples 

predicted as positive classes, and is a measure of the accuracy of the model for positive class prediction. The calculation formula is shown in 

equation (5).

     （5）

3.3.3 Precision

Precision (Pre) is the percentage of samples for which the model is truly positive among all samples predicted to be positive classes. 

Precision is applicable to the case of balanced sample categories because it focuses on the recognition accuracy of the model for positive 

classes and can better reflect the classification performance of the model. It is an index to measure the accuracy of the model for positive 

class recognition. The formula is shown in equation (6)：

     （6）

3.3.4 Recall Rate

Recall (RE) is the percentage of samples that are correctly predicted as positive classes by the model out of all samples that are actually 

positive classes. It is a measure of the model’s ability for positive class identification. The formula is shown in equation (7)：
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3.3.5 F1-score

F1-score is a metric that considers both precision and recall, and is a measure of the overall performance of the model. The F1-score 

is the summed average of precision and recall, and the F1-score is in the range of [0, 1], the closer to 1 means the better performance of the 

model. F1-score takes into account both precision and recall, and can evaluate the classification performance of the model comprehensively, 

especially for the case of unbalanced sample categories.

3.4 Results and Analysis

After data preprocessing and feature engineering, the dimensionality of the simulated real-world car fault dataset was increased from 

14 to 314 dimensions. The training set contained a total of 21,599 samples, including 203 faulty samples, and the test set contained 16,233 

samples, including 303 faulty samples and 15,930 non-faulty samples.

The following steps were taken to compare and validate the BS_Bagging-cLightGBM model with the single LightGBM model and 

cLightGBM model：

（1） Using the same dataset and feature processing methods, the LightGBM model, cLightGBM model, and BS_Bagging-cLightG-

BM model were trained separately and then used to predict on the test set.

（2） The model’s accuracy, precision, recall, F1-score, and other evaluation metrics were calculated, and a comparative analysis was 

performed.

（3） The training time and prediction time of the models were compared, and the models’ operating efficiency was analyzed.

（4） Cross-validation was used to validate the models and compare their generalization ability.

Through the above comparative analysis, the performance and generalization ability of the models can be comprehensively evaluated, 

and the optimal model can be selected for practical applications. The experimental results are shown in Table 3, indicating that the BS_Bag-

ging-cLightGBM model outperforms the single models LightGBM and cLightGBM in all indicators. The precision, recall, and F1-score of 

the BS_Bagging-cLightGBM model are 8%, 6%, and 7% higher than those of the LightGBM model, and 5%, 1%, and 3% higher than those 

of the cLightGBM model, respectively. This suggests that the BS_Bagging-cLightGBM model performs better in predicting electric vehicle 

faults and can more accurately predict the fault status of electric vehicles.

On the other hand, the Bagging ensemble method can improve the performance and robustness of the model. In this case, using the 

BS_Bagging-cLightGBM model can obtain more accurate predictions of electric vehicle faults. At the same time, the cLightGBM model also 

has better performance than the LightGBM model, so it can be preferred in practical applications.

Table 3 Performance comparison of different models

Models AC Pre RE F1-score

LightGBM 0.90 0.80 0.87 0.83

cLightGBM 0.92 0.83 0.92 0.87

BS_Bagging-cLightGBM 0.94 0.88 0.93 0.90

4. Conclusion and Prospects

4.1 Conclusion

In this paper, a Bagging ensemble learning-based method for electric vehicle fault prediction was studied. Through data analysis 

and feature engineering, a BS_Bagging-cLightGBM model was constructed, and it was compared with the single models LightGBM and 

cLightGBM.

According to the experimental results analysis, the BS_Bagging-cLightGBM model performs better in accuracy, recall, and F1-score 

than the single models, demonstrating superior predictive ability. Furthermore, compared to single models, the BS_Bagging-cLightGBM 
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model exhibits higher stability and robustness, effectively reducing the risk of model overfitting. Additionally, the experimental results also 

indicate that the cLightGBM model outperforms the LightGBM model in all indicators, suggesting that the LightGBM implemented in C++ 

has higher operational efficiency and performance advantages, suitable for large-scale data processing and analysis tasks.

In summary, the BS_Bagging-cLightGBM model proposed in this paper has high predictive capability and stability in electric vehicle 

fault prediction, which is of practical value for improving the accuracy and efficiency of electric vehicle fault prediction.

4.2 Prospects

Although the proposed BS_Bagging-cLightGBM model shows good prediction ability and stability in electric vehicle fault prediction, 

there are still some directions that need further improvement and exploration：

（1）Data acquisition: The dataset used in this article is relatively small and may not fully reflect the complexity and diversity of elec-

tric vehicle faults. Therefore, future work can consider expanding the dataset size and collecting more data samples to improve the model’s 

generalization ability and prediction performance.

（2）Feature selection: Although multiple feature engineering methods were used in this article, the features were not deeply analyzed 

and screened. Therefore, in the future, it is possible to combine domain experts’ experience and knowledge to conduct more comprehensive 

and in-depth feature mining and analysis to improve the model’s prediction ability and efficiency.

（3）Model optimization: The proposed BS_Bagging-cLightGBM model has shown good prediction ability and stability, but there are 

still some directions for model optimization, such as further adjusting model parameters, increasing regularization constraints, optimizing the 

loss function, etc., to improve the model’s performance and generalization ability.

In summary, future research can combine the above directions to further improve the accuracy and efficiency of electric vehicle fault 

prediction to meet practical application needs.
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