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Abstract: The spectral conjugate gradient (SCG) method was one of the most commomly used  method to solve nonlinear 
unconstrained optimization problems. In this paper, an improved HS spectral conjugate gradient method is proposed. Under 
common assumptions, the descent and global convergence of this method are proved.
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1.  Introduction
We consider the unconstrained optimization problem: min f (x),where f :Rn  →R is continuously differentiable and bounded,   X0 ϵ Rn

 is an initial solution, give the iterative formula of spectral conjugate gradient method: Xk+1=xk+αkdk   k≥1, the step factor βk is 

a positive parameter, the search  direction dk is defined by                                                    

where gk is the gradient of  f  at a point xk ,the scalar βk  is the conjugate direction control parameter. Different selection of βk

corresponds to different  the conjugate gradient(CG) methods. Many scholars have studied the convergence of the CG method under 
different line search. Some authors use accurate line search to calculate the step size, and some authors use imprecise line search to 
calculate the step size, such as strong Wolfe line search, which is defined as follows.

                                                         

(1)                                                             (2)                                                  (3) 

Aiguo et al[1] proposed an improved FR type spectral conjugate gradient method ; Chen et al[2] proposed a new PRP type spectral 
conjugate gradient method ; Neculai [3] proposed a three-term conjugate gradient algorithm ; Wang et al [4] proposed two new HS 
type spectral conjugate gradient methods; Fang et al[5] proposed a modified DY spectrum conjugate gradient method ; Jing et al[6] 
constructed a new spectral conjugate gradient method by using Armijo line search; Li et al [7] proposed an improved spectral conjugate 
gradient method, the search direction generated by iteration is fully reduced and globally convergent.Inspired by the literature [8, 9], a 
new conjugate parameters and spectral parameters are proposed, in which the search direction is usually as follows   

Multiply the left and right ends of equation (2) by yk-1 to o btain  dk
Tyk-1=-θkgk

Tyk-1+βk
LFdT

k-1yk-1(4)

We can get from[10] dk=-Bkgk, dT
kyk-1=-(Bkgk)Tyk-1=-gT

kSk-1 ,. The above relationship means that if the line search is accurate, 

the above formula holds. At this time, gk
TSk-1=0 , the actual numerical algorithm usually adopts imprecise line search instead 

of accurate line search. Therefore, use condition dk
Tyk-1=-tgk

TSk-1. It seems more reasonable to replace the conjugate condition, 

substitute into formula (4)                                                                 , Divide by  gk
Tyk-1  ,                                            

                                                          Because of                                   , so                                                                     (5)

2. New Algorithm and its descent
Algorithm 2.1

Step1. Given an initial value x0 ϵ Rn, parameter ε>0, 0≤μ≤1, t>0.  Step2.Set k=0, d0=-g0. If   0g ε<  , stop

Step3.Determine the step length αk satisfying (1)        Step4. Calculate xk+1, if  0g ε< , stop.

Step5. Use (3), (2), and (5) to calculate  ,   and    respectively   Step6.    k=k+1 Turn Step3.

Lemma 2.1 Assuming that the search direction of the SCG method is (2), βk
LF is defined by (3), and step αk is obtained by (1), the 

Jing Li et al.

1

,                 1,

, 1.
k

k
k k k k

g k
d

g d kθ β −

− =
=

− + >




1

,                 1,

, 1.
k

k
k k k k

g k
d

g d kθ β −

− =
=

− + >


 1

,                 1,

, 1.
k

k
k k k k

g k
d

g d kθ β −

− =
=

− + >




1

,                 1,

, 1.
k

k
k k k k

g k
d

g d kθ β −

− =
=

− + >




1 1 1 1
T T LF T

k k k k k k k kd y g y d yθ β− − − −= − +

1 1 1 1
T T LF T

k k k k k k k kd y g y d yθ β− − − −= − +

|



Volume 10 Issue 3 | 2021 | 143Learning & Education

following sufficient descent conditions are satisfied  
2T

k k kg d gη= − (6)

Proof:  Using mathematical induction . If  k=0, then the search direction dk is given by dk=-gk ,so there is d0=-g0,
2

0 0 0

T T

k kg d g d g= = − ,Therefore, condition (6) is true, assuming that 0k ≥  is true, condition (6) is also true. By multiplying T
kg

both sides of equation (2), we can get the following equation
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= , we can get
2T

k k kg d gη= − .This method satisfies sufficient descent condition for any k .

Lemma 2.2 Let the sequences{ }kd be generated by algorithm 2.1,then for any 0k ≥ , the relation 
2
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Proof : Because of 1 1k k ky g g− −= − , we get the ( ) 2
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3.  Global Convergence
Assumption (A)
1. f (x)has a lower bound on the level set  ( ) ( ){ }0

nS x R f x f x= ∈ ≤
 
, where x0 is the initial iteration point.

2. f (x)is continuously differentiable in a certain neighborhood N  of the level set S , and the gradient function g(x) satisfies 

Lipschitz continuity, there is a constant 0L >  which makes ( ) ( ) , ,g x g y L x y x y N− ≤ − ∀ ∈  hold.

Lemma 3.1 If Assumption A holds, the search direction dk satisfies gkdk, then sequences { }kg and { }kd  generated by algorithm 

2.1 satisfy Zoutendijk condition, then  ( )2

2
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k k

k k
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< +∞∑ holds. 

Theorem 3.1 If Assumption A  holds,  the sequence { }kg generated by algorithm 2.1.Then  lim inf 0k
k

g
→∞

= .(7)

Proof: Assume that (7) does not hold.There must be a constant 0γ > , make that , 0.kg kγ≥ ≥ Derived from formula (2),
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Therefore ( )2 2 4 2/ /T
k k kg d d kη γ≥ = +∞ .Contradictions with lemma 3.1 above  lim inf 0kk

g
→∞

= .
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