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Abstract: On the point of view of Largest Number of Node-Disjoint Path (LNNDP for short) between a node pair in a 
network, this article states the importance of LNNDP to global survivability of topology at first, then proposes an algo-
rithm to compute maximal number of node-disjoint paths between node pairs. A new topology survivability met-
ric based on LNNDP is put forward to evaluate the global survivability of network topology. It can be used to evaluate 
the survivability of topology provided. This metric can express accurately global topology survivability. 
Keywords: Topology; Survivability; Metric; Node-Disjoint Path; Working Path; Alternate Path 

1. Introduction
Topology survivability is the basis of the survivabil-

ity in multi-layered networks. It is well known that 
adopting mesh type topology with link redundancy is 
more cost effective and flexible way which can keep 
network connected when failures of network elements 
(nodes or links) occur. Topology survivability is much 
dependent on the redundant links’ placements in a net-
work, because the placement variations are closely re-
lated to the number of node-disjoint path (NNDP for 
short) between any node pair. This article focuses on 
node-disjoint paths rather than link-disjoint paths 
[1-3], because node-disjoint paths must be of link-disjoint, 
it is very useful for fault-tolerance in topology, and is 
very significant in wireless mobile networks. The 
node-disjoint path between node pair plays very im-
portant role to survivable topology, because it is very 
necessary for working path between node pair switching 
to an alternate node-disjoint path immediately, so as to 
guarantee topology survivability and path availability 

when limited links or nodes fail randomly in a network. 
In addition, node-disjoint path can be usually used to 
share traffic load, to improve throughput, and to bal-
ance burst traffic. The authors focus on the effectiveness 
of node-disjoint path on topology survivability of net-
work in this paper. 
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Figure 1. Functions of node-disjoint path. 

As shown in Figure 1 , there is only one 
node-disjoint path for node pair (1,7) at same time. This 
node pair must be disconnected while node 3 or node 6 
or link 3-6 fails, because node 3 or 6 is joint node, and 
link 3-6 is joint link for all paths between this node pair. 
Node pair (1,3) is fortunate, it has 3 node-disjoint paths, 
namely path 1-3, path 1-2-3, and path 1-4-3. When any 
two elements between the two nodes fail, this node pair 
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will still be connected. This survivable capability for this 
node pair benefits from the three node-disjoint paths. 

It is obvious that largest number of node-disjoint 
path (LNNDP for short) exists between any node pair, for 
example, the LNNDP of node pair (1,3) is 3. The 
LNNDP of a node pair is very important to topology sur-
vivability, because the larger the LNNDP of a node pair 
is, the better the survivable capacity of this node pair is. 
Some references showed that computing Maximal Set of 
Node-Disjoint Path (MSNDP for short) or LNNDP be-
tween any node pair in a network is possible. A route 
protocol, which is called Node-Disjoint Multipath Rout-
ing Protocol (NDMR), was proposed by Li and Cuth-
bert[4], and it can discover multiple node-disjoint routing 
paths, but not for MSNDP. A hybrid protocol for identi-
fication of a MSNDP in mobile Ad Hoc networks was 
proposed by Ash[5], which says one can guarantee to 
identify a MSNDP in an incremental mode by using mul-
tiple route discoveries. A computation method of multi-
ple paths based on node-disjoint between a pair of source 
and destination was put forward by Nagaratna et al.[6] A 
paper[7] presented a new algorithm to find the largest 
number of node-disjoint paths which exist at the same 
time in the network. The problem of constructing the 
maximal number of node-disjoint paths between two 
distinct nodes in Swapped/OTIS networks was investi-
gated by Chen et al.[8]  

One node pair may have one or more MSNDPs, and 
LNNDP must exist in some a MSNDP. For example, in 
the topology shown in Figure 2, node pair (1,7) has three 
maximal sets of node-disjoint path, which are {1-3-6-7, 
1-4-7}, {1-3-6-5-7, 1-4-7}, and {1-2-3-6-7, 1-4-7}, and
the LNNDP is two.
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Figure 2. LNNDP from MSNDP. 

The LNNDPs between node pairs are different from 
each other at most cases because of the variations of re-
dundant links’ placement in a network. If the 
LNNDP between a node pair is 𝑘𝑘(𝑘𝑘 ≥ 2), then this node 
pair will still be connected when (𝑘𝑘 − 1) network ele-
ments (nodes, or links, or nodes plus links) fail. Unfor-

tunately, we do not know which elements will fail while 
the network is operating, because it is unpredicted. So to 
guarantee any node pair to be connected in topology 
when any (𝑘𝑘 − 1)  network elements fail, the 
LNNDP between any node pair should be at least k. Par-
ticularly if the LNNDP of any node pair is of the same 
value 𝑘𝑘 , then any (𝑘𝑘 − 1)  elements’ failure has the 
same influence on working path switching to alternate 
path. In another word, any node pair has the same sur-
vivable performance. This is the reason that the most 
simple and survivable optical network topology is of ring 
type which has the same LNNDP value (i.e. two) for any 
node pair. This criterion is in accord with that described 
in[9], it says that the most survivable network topologies, 
are those in which no node appears to be more critical 
than any other node and no link appears to be more criti-
cal than any other link. 

The topology survivability requirements of commu-
nication network must be satisfied when it is designed. 
In[10], it described that survivability requirements refer to 
system capabilities for the delivery of essential services 
in the presence of attacks and intrusions, and recovery of 
full services. Topology survivability is the focus of this 
article. So the survivability of topology should aim to the 
capability of keeping any node pair connected when any 
one or more elements fail at the same time in presence of 
various attacks. This criterion is much related to the 
LNNDP of all node pairs in a network. 

The survivable topology can guarantee that any 
node pair will still be connected when any (𝑘𝑘 − 1) el-
ements fail if any node pair’s LNNDP is at least 𝑘𝑘. Usu-
ally the LNNDP of node pair may be different from each 
other, maximal and minimal LNNDPs must exist among 
them. 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚  denotes maximal LNNDP, and 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 minimal LNNDP. 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 is very sig-
nificant for global topology survivability, which means 
that any node pair will be connected when any 
(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚-1) elements fail in the network. The differ-
ence between 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 and 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 is also bene-
ficial for the topology survivability. In particular, any 
node pair has the same value, it means LNNDP is equal 
to 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚, and equal to 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚. Hence the au-
thors put forward a new topology survivability metric 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 which is based on NDP’s diversity in a network. 
This metric can be used to evaluate topology survivabil-
ity designed. The rest of the article is organized as fol-
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lowing. Section 2 describes some researches in related 
areas. Section 3 states the problem’s mathematical model. 
Section 4 gives the metric formulation. In Section 5, an 
algorithm is proposed. In Section 6, numeric results are 
given based on the algorithm proposed. Section 7 pro-
vides applications of the proposed topology survivability 
metric, and Section 8 concludes the article. 

2. Related works
Several topological survivability metrics were re-

viewed in[11], they are “Node Degree”, “Total Graph Di-
versity (TGD for short)”, “Clustering Coefficient”, “Di-
ameter”, “Radius”, “Hop-Count”, “Closeness”, and 
“Betweenness”, and a new topology survivability metric 
cTGD (Compensated Total Graph Diversity) was creat-
ed based on TGD. It was stated that cTGD was an excel-
lent predictor of the survivability of topologies than oth-
ers reviewed above.  

Other commonly-used topology survivability met-
rics are MinCut (the minimal number of links whose 
deletion can disconnect the node pair) and MaxFlow (the 
maximal number of link-disjoint paths between the node 
pair) stated in[12]. If MinCut or MaxFlow equals to 𝑘𝑘, the 
node pair is still connected when any 𝑘𝑘 − 1 link failures 
(Menger’s Theorem). MinCut and MaxFlow can be 
computed efficiently (Ford-Fulkerson Algorithm). 

In[13], an algebraic connectivity, adopted from spec-
tral graph theory, namely the second smallest Eigenvalue 
of the Laplacian Matrix of the network topology, was 
proposed, which can characterize a network’s survivabil-
ity of topology better than the Average Node Degree 
(AND for short) that has been traditionally used to sug-
gest fault-tolerance capability of network topology. 

Different from the metrics mentioned above, a new 
topology survivability of network is put forward in this 
article from the point of view of LNNDP of node pair. 

3. Math model
3.1 LNNDP between node pair 

As described in Section 1, to guarantee any node 
pair to be connected in topology when any 𝑘𝑘 − 1 net-
work elements fail, the LNNDP between any node pair 
should be at least 𝑘𝑘. T he l arger t he 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 is, 
the better the network topology survivability will be. 

The LNNDP between any node pair should be at 
least two to achieve the least survivability. N 

denotes 
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node amount in a topology, and the LNNDP for any node 
pair must be smaller or equal to (N-1).  
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Figure 3. Topology (7 nodes 12 links). 
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Figure 4. Topology (6 nodes 9 links). 

For example, shown as Figure 3, the minimal 
LNNDP is 3, and maximal LNNDP is 4. Any node pair 
will have alternate path available when any two elements 
(2 nodes, 2 links, or 1 node plus 1 link) fail. 

3.2 Case of equal LNNDP 

When LNNDP of any node pair in a topology is the 
same, every node pair in the network will have the same 
working path restoration capacity. There is no node pair 
appearing to be more critical than any other node pair in 
this case. It is the most survivable topology on the global 
view. 

As shown in Figure 4, any node pair in the topolo-
gy has the same LNNDP. Any node pair can switch ex-
actly the working path to the alternate path when any two 
elements fail. Taking node pair (1,6) as an example, if the 
working path is 1-4-6, when node 3 and 4 fail simulta-
neously, the path 1-2-5-6 will become a new working 
path. 

3.3 Case of different LNNDP 

The LNNDP of node pair may be different from one 
another at some cases. 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 denotes any node pair’ 
LNNDP, and 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 is divided into two parts. One 
part is 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 , another is (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 −
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚). Part one exactly guarantees that any node 
pair will have alternate path available when any two el-
ements in a network fail. Part two will improve global 
topology survivability in fraction. Taking the topology 
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shown as Figure 3 as an example, the LNNDP of node 
pair (3,7) is 4, and LNNDPs of other node pairs are 3. 
Three of the LNNDP of node pair (3,7) together with the 
LNNDPs of other node pairs make any node pair to have 
exactly three LNNDPs. The remainder of the LNNDP of 
node pair (3,7) will still function to global survivability 
of topology. 

4. Metric formulating
4.1 LNNDPs of node pair 

For a network with the node amount 𝐿𝐿(𝐿𝐿 > 3), 
NP denotes the number of node pair. 

𝐿𝐿𝐿𝐿 =
𝐿𝐿(𝐿𝐿 − 1)

2  (1) 

4.2 Functions of LNNDP 

For a survivable topology designed, while it works, 
one or more elements may fail because of various attacks. 
LNNDPmin will be available for any node pair, it func-
tions to ensure that any node pair will has alternate path 
available when (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 − 1) elements fail. If more 
than (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 − 1) elements fail at a time, not all 
node pair has alternate path available. It is necessary to 
sum the alternate paths beyond the 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚  (i.e. 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚) for each node pair, because this 
summation plays an incomplete role to global topology 
survivability. This summation’s proportion to total 
amount of LNNDPs in the topology should also be paid 
attention to. 

4.3 Topology survivability metric 

All LNNDPs’ functions should be taken into ac-
count when failures of elements happen. So TSlnndp is 
defined as follows: 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛

= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 +
∑ (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛 − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚)𝑁𝑁𝑁𝑁
𝑚𝑚𝑛𝑛=1

∑ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛𝑁𝑁𝑁𝑁
𝑚𝑚𝑛𝑛=1

 (3) 

Formula (3) comprises of two parts. The first part is 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚, which determines mainly the global surviv-
ability of topology. The second part is the complemen-
tary fraction. 

According to Formula (3), the minimal value of 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 is 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚. It is the integral part of the met-
ric. 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 denotes the minimal value of the metric.  

Formula (3) can be transformed into Formula (4). 

𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 + 1−
∑ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚𝑁𝑁𝑁𝑁
𝑚𝑚𝑛𝑛=1

∑ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑛𝑛𝑁𝑁𝑁𝑁
𝑚𝑚𝑛𝑛=1

 (4) 

According to Formula (4), the maximal value of 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 (𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 denotes it) is represented as Formula 
(5). 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛(𝑚𝑚𝑚𝑚𝑚𝑚) = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 + 1

−
𝐿𝐿𝐿𝐿 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚

 𝐿𝐿𝐿𝐿 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚
 (5) 

Formula (5) can be simplified to Formula (6). 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛(𝑚𝑚𝑚𝑚𝑚𝑚)

= 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 +
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚
 (6) 

By Formula (6), an in-equation is obtained as fol-
lowing. 
𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 < 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 + 1  (7) 

5. Algorithm to compute LNNDP
As described in Section 1, it is possible to compute

MSNDP for a given network. Compared to computing 
MSNDP, it is not very hard to compute LNNDP. Note 
that LNNDP is just a largest number of node-disjoint 
path, it is different from MSNDP which contains much 
more information than LNNDP. An algorithm proposed 
here to compute LNNDP of one node pair is shown as 
Figure 5. This algorithm comprises of two parts which 
are Algorithm Part A and Algorithm Part B. 

The topology survivability metric TSlnndp can be 
computed as Formula (4) once all LNNDPs have been 
calculated. 

Yes

Start

Compute NDmin : 0 → NNDP

Shortest path
can be found ?

NNDP+1→NNDP

Delete nodes and links along the 
found shortest path as well as the links 

connected to the deleted nodes

NNDP = NDmin ？
Yes

NNDP → LNNDP

End

Back to 
original 

topology

Algorithm Part A

No

No

Call Algorithm B
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No

Yes

Yes

Paths in combination
are of node-disjoint ?

NNDP-1 → NNDP

Algorithm Part B

Compute all paths 
for this node pair

All combinations of 
NNDP paths from all paths have 

been verified ?

End

No

Select a 
combination

NDmin → NNDP

NNDP →  LNNDP

Figure 5. Algorithm to compute LNNDP of one node pair. 

6. Numeric Results
As algorithm described above, take topology shown

as Figure 6 as an example. The numeric results comput-
ed are:  

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 2, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 3, and 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 = 
2.28. 
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Figure 6. Topology (9 nodes 14 links). 

Another example is network topology G6 shown as 
Figure 7, computed results are:  𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚  = 2, 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 5, and 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 = 2.33. 
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Figure 7. Topology (17 nodes 31 links). 

7. Metric applications
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The metric 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 can evaluate global survivabil-
ity of network’s topology, and may be used in the phase 
of design or reconfiguration for topology. 

7.1 Applied in survivable topology design 

Network topology separation may be caused by el-
ement failures. Topology survivability may be defined in 
general as that any node pair will still be connected in 
topology when some elements fail. The failed elements 
may be nodes or links in a network. Therefore, the 
amount of randomly and simultaneously fault elements 
that one network topology can endure is critical. When a 
network topology is designed as requirements, it is usu-
ally necessary to evaluate its survivability of topology. 
The metric TSlnndp  proposed in this article can be 
adopted to evaluate, so as to predict the amount of ran-
domly and simultaneously fault elements that the topol-
ogy can tolerance. The metric 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 of designed to-
pologies shown as Figure 3 and Figure 4, are 3.0156 
and 3.0 respectively. The topology survivability shown 
as Figure 3 is a little better than that shown as Figure 4, 
and they are almost the same. 

7.2 Applied in survivable topology adjust-
ment 

After several elements in a network have been of 
malfunction, the survivability is degraded, so the topol-
ogy should be adjusted (or reconfigured) at this time to 
improve its survivability if there are no more elements 
available. At this scenario, we may compute the metric 
TSlnndp of reconfigured topology to evaluate its surviv-
ability. Taking the topology shown as Figure 3 as an 
example, after node 3 and link (6-7) are destroyed sim-
ultaneously, the remained topology will be shown as 
Figure 8, and it has no capability of global survivability, 
or its TSlnndp is less than 2 (1.3488). So the designer 
should adjust the existing links’ placement to improve 
the topology. The adjusted topology may be that shown 
as Figure 8a, 8b, 8c, and 8d, whose 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛s are1.1764, 
1.1764, 1.4285, and 2.0. The best one among the adjust-
ed topologies is obviously shown as Figure 8d, whose 
survivability metric 𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 is exactly improved to 2. 
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Figure 8. Topology destroyed (8 nodes 8 links remained). 
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Figure 8a. Topology adjusted (star type). 
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Figure 8b. Topology adjusted (tree type). 
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Figure 8c. Topology adjusted (near ring type). 
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Figure 8d. Topology adjusted (ring type). 

8. Conclusion
This article describes the importance of LNNDP to

global survivability of topology, and proposes an algo-
rithm to compute maximal number of node-disjoint 
paths between node pairs. The article’s contribution is 

that it puts forward a new topology survivability metric 
𝑇𝑇𝑇𝑇𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑛𝑛 which is based on LNNDP to evaluate the glob-
al survivability of designed topology, and upper as well 
as lower bounds are given. Numeric results computed are 
provided by examples. Applications of proposed surviv-
ability metric for topology design and adjustment are 
described too. This metric can express more informative 
global topology survivability than Average Node Degree 
(See Appendix). 
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Appendix: 𝑻𝑻𝑻𝑻𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍 Compared to 
𝑨𝑨𝑨𝑨𝑫𝑫 
TOPO1 (Node:5, Link: Increasing from 4 to 10) 
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TOPO2(Node:6, Link: Increasing from 7 to 15) 
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